STAT 400 Answers for 6.4, Part 2 Stepanov

UluC Dalpiaz
4.  Let Xq,X5, ..., Xy bearandom 50 ;
sample of size N from the distribution . |
with probability density function ] —y)
1-6 e
1 X /9 0<X<1 2.0 4 —03
f(x;0)= 0 SRR e '
0 otherwise o5
0 < e < w - 0.0 OI.1 OI.2 OI.S OI.4 OI.5 OI.6 OI.T OI.8 OI.Q 1I.0
: _— : oA 1N
Recall: Maximum likelihood estimator of 6 is 0 = _ﬁ'-z InX; .
i=1
Method of moments estimator of 8 is 0 = =X _ i—l. E(X)= L.
X X 1+6

Def  An estimator 6 is said to be unbiased for 0 if E() =0 forall 6.

Accurate Inaccurate Accurate
but but and
Imprecise Precise Precise

unbiased, biased, unbiased,

large variance small variance small variance



d) Is § unbiased for 62 That is, does E(é) equal 6?

o0 1 1_6/
1 0
E(InXy)= [Inx-fy(X;0)dx=[|Inx-=-x dx.
o 0 0
Integration by parts: Choice of U:
b b b L ogarithmic
fudv=uv| -[vdu A Igebraic
a a 3 T rigonometric

E xponential

u = Inx, dv = 1-x dx:l-x dx,
0 0

1
1 1
= —||=x Jdx=-[x dx=- - X =-0.
| i L, Jo
Therefore,
n n
E(6) = _i.z E(InXi):—£~Z(—6) = 0,
N = L

that is, 0 is an unbiased estimator for 6.



Jensen’s Inequality:

If g is convex on an open interval | and X is a random variable whose support
is contained in | and has finite expectation, then

E[g(X)] = g[E(X)]

If g is strictly convex then the inequality is strict, unless X is a constant random

variable.
=  E(X?) > [E(X)]? < Var(X)=0
=  E(etX) > elE(X) = My(t) > et
1 1 - .
= E|l = | 2 —— for a positive random variable X
X E(X)
= E[X3]=[E(X)]® for a non-negative random variable X
=  E[InX] < InE(X) for a positive random variable X
= E(\/Y) < JE(X) for a non-negative random variable X

e) Is 0 unbiased for 82 That is, does E(@) equal 6?
. 1-x 1 N S .
Since g(x) = ~ = Y_l’ 0< X <1, isstrictly convex, and X is not a constant
random variable, by Jensen’s Inequality,

E(0)=E(9(X))>g(E(X))=06.

0 is NOT an unbiased estimator for 0.



Let X1, X5, ..., Xy bearandom sample of size n from a population
with mean p and variance 2. Show that the sample mean X and the

sample variance S2 are unbiased for u and c?, respectively.

X1+ X +..+X)
n

X =

E(X +X,+...+X)=n-p = E(X)=p v

E(X?)=Var(X)+[E(X)]?=p?+c?2

Var (X, +X,+...+X,)=n-0? = Vm(i):GZ/n

E((X)Zj —var(X) + [E(X)]2= p?+ 0

n
s2= L3 (x; X )P = ] mxfon-(x )]

E(82)=ﬁ{ze(xg)_nf{(;)zn

For an estimator 0 of 0, define the Mean Squared Error of 0 by

MSE(6) = E[(6 -0)?].

E[(6-0)2] = (E(0)-0)%+Var(0) = (bias(0))?+Var(0).



b)

Let X4, X,, ..., X bearandom sample of size N from a distribution with
probability density function

fxu):fx(me):1+fx, _1<x<1, _1<0<1.

Obtain the method of moments estimator of 0, 0 .

Is © an unbiased estimator for ©6? Justify your answer.

E@):Eui):aai):suzsgza
= 6 an unbiased estimator for ©.
Find Var( 0 ).

1 3 4
E(Xz) = j X2.1+0de = X_+9L 1 = 1

A 2 6 8 -1 3

2 2
62 = Var(X) = l—(gj - 8-9 .
3 (3 9
~ _ 62  3_p2 -

Var(0) = 9Var(X) = 9- = = MSE(0) =




Let X4, X, be arandom sample of size N =2 from a distribution with probability

density function

fi (X) = fx(x;e):1+zex, _1<x<1, _1<0<1.

Find the maximum likelihood estimator é of 0.

140X 140X, _ 1+0(Xg+Xp)+0% X1 X,

L(O) =
(0) 2 2 4
L(0) is a parabola with vertex at —b _ —(x+xy) .
2a 2X1 X5
Case 1: a=X;X,>0. Parabola has its “antlers” up.

= The vertex is the minimum.

X1+ X
Subcase 1:  X;>0, X,>0. Vertex = ——17 =2 <

X1 X2

N

Maximumof L(0) on —1<0<1 isat § = 1.

X1+X2
2 X1 X5

> 0.

Subcase 2: X, <0, X,<0. Vertex = —

N

Maximumof L(0) on —1<0<1 isat 6 = —1.

Case 2: a=XqX,<0. Parabola has its “antlers” down.

= The vertex is the maximum.

X1+X2
2X1 Xy

Vertex isat —



-------------

________
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Subcase 1: X1t X2 S That is, X, >-— X1
2X1 X2 2X1 +1

N

Maximumof L(0) on —1<0<1 isat § = 1.

Subcase 2. —2tX2 9 Thatis, X, < X1
2X1 X 2X1 -1
Maximumof L(0) on —-1<6<1 isat 0 =-1.
Subcase 3  -1<-2L1¥X2 o
X1 X5
Maximumof L(0) on -~1<0<1 isat = _Xa¥Xy

2X 1 X5

---------------------------------------------------
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b)

Let X, X,, ..., X bearandom sample from the distribution with probability
density function

f(x)=46x3’e‘ex4 X >0 0>0.

Obtain the maximum likelihood estimator of 0, 0 .

=1

n -0 x;
L(e):H[4exi3e ]

n n
INL(6)=n-InO+ 3 In(4xi3)—9-z X

i=1 i=1

1 n n 4 ~ n

(InL(e)) =""3 x4 =0 ~ b=
0 iz %Xia,
i=1

Find E(XxK), k>-4.

o0 e 4
E(xKX) = jxk40x3e‘ X" dx u=0x* du =40 x3dx

0

oyl 1 (k
= £(§j e Ydu = WF(Z+1].

Find the method of moments estimator of 0, 0 .

- 1y - 1 1 _ 1 . 0.9064
E(X) = E(X') = L r(4+1} oL r(1.25) YR

X =

r(1.25) 5 - (r(L2s) 40675



